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Abstract—Searching a collection of images that have
similarities with input ges, without knowing the name of the
image, makes a search system that applies the concept of content-
based image retrieval (CBIR), is very necessary. In general,
CBIR systems use visual features such as color, image edge,
texture, and suitability of in input images with images in
the database. The method for classification is convelutional
neural networks (CNN), while retrieval with cosine similarity.
Dataset is divided into 5 masterclusses, each masterclass has 5
subclasses. The class used for retrieval is a masterclass, where
the images of each large class are combined images of subclasses
in the large class. From the experiments, we found that the CNN
method has succeeded in supporting the retrieval task, by
classifying image classes.

Keywords—cosine similarity, tent-based i
convolutional neural networks, deep learning, VGG16

retrieval,

1. INTRODUCTION

Images search has been very much done by technology
companies. Examples of well-known companies are Google
and Microsoft. As on Google, it provides an image search
page on the Google Images page, while Microsoft has Bing
Images. Both of them are tasked to be able to find a similar
set of images based on their input in the form of images.

The process of searching images to display them, for
example in both companies, is useful for displaying similar
images. This function is very helpful for many users, in
terms of looking for similar images based on the uploaded
images, but is obtained from various other sources that have
similgifimages, or images that have different viewpoints.
This process is called content-based image retrieval (CBIR).

The method used to efficiently search for a collection of
images in CBIR is to use digital images as inputs and use
image class classification. Image classification is used to
assist the retrieval process, by recognizing the type of image
class so the machine will retrieve some digital images that
match the input image class starting from the most similar
ones based on the image class.

@B some previous technique to classifying images, for
content-based image retrieval is KNN (K-nearest neighbor
algorithm), and the retrieval method is using color feature

extgggtion [9].

Ighis paper, we are using a deep learning technique to
support the CBIR classification. The deep learning method
that we use is convolutional neural networks. The reason,
why we use deep learning, is because it has representation
lealéng [5]-

Representation learning is a set of methods that allows a
machine to be fed with raw data and to automatically
discover the representations needed for detection or
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classification. Deep-learning methods are representation-
learning methods with multiple levels of representation,
obtained by composing simple but non-linear modules that
each transform the representation at one level (starting with
the raw input) into a representation at a higher, slightly more
abstract level. [11].

Deep learning convolutional neural netwofl$ have a nice
reputation during the ImageNet competition. The ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) has
been running annually for five years (since 2010) and has
become the standard benchmark for large-scale object
recognition [8].

The experiment that has been tried on CBIR using CNN,

@y using a bag of word. This experiment has been done by

Filip Radenovi¢, Giorgos Tolias, Ondfej Chum from Czech
Technical University in Prague. They expe@ent with 2
architecture, there are AlexNet and VGG. The achieved
results are reaching the level of the best systems based on
local features with spatial matching and query expansion
while being faster and requiring less memory [4].

Another experiment that using CNN for classification is
the classification for handwritten character recognition. This
experiment has been done by Yann LeCun and his team.
They are using CNN, to deal with the variability of 2D
shapes. They are using MNIST [10].

The dataset used in the program is the iNaturalist, for the
2017 competition. This dataset used in the program will
consist of 5 large classes, and each large class has 5
subclasses. In total there are 25 subclasses, which contain
images of animals and plants.

The aim of this paper is to implement a convolutional
neural networks method into a content-based image retrieval
system. The retrieval tasks, are supported by classification,
so only the images inside in the classified masterclass, the
similarity will be calculated.

2. CONVOLUTIONAL NEURAL NETWORKS

Convolutional networks have been tremendously
successtul in practical applications. The name “convolutional
neural network” indicates that the network employs a
mathematical operation called convolution. Convolution is a
specialized kind of linear operation. Convolutional networks
are simply neural networks that use convolution in place of
general matrix multiplication in at least one of their layers
[5]‘

Convolutional neural networks or ConvNets is a neural
network that uses a convolution method to extract activation
values from a volume for another volume layer. ConvNets in
a simple sense is a sequence of layers, where each layer of
ConvNets, convert one activation volume to another volume,
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with different functions. There are 3 main types of layers that
have three main layers, namely convolution layer (conv
layga, pooling layer, and fully connected layer.

e forward pass stage consists of a convolution layer, in
the convolution layer, an activation map is created, the result
of the calculation of the dot product from the filter with the
iput volume. Next, activate the value with the ReLU
function to reduce negative values, and pooling to reduce the

size. This step is done many times and the number of

repetitions of the process is determined freely.

The last step on the forward pass enters the fully
connected layer where the output is made in vector form and
is processed with its weight value. After obtaining the output
from the fully connected layer, the softmax values and error
values can be calculated for the values in the training dataset,
to classify whether the output matches the model class or not.

*.-l.,.'f

Input
Image
Conv+Rell & Pool -» Conw+ReLU & Pool
3 Class 1
C‘lass 2
Class Classificatien
Fully Connected
Layer
Fig. 1. Exampleof Forwand Pass Scheme
Convolutional neural networks operate on image

volumes. Thus, the input image can be said as the input
volume. The volume consists of width (Width), height
(Height), and dimensions of depth (Depth). The depth here is
3 colors, they are Red, Green, Blue (3 colors channel). On
CNN, the input volume is initialized as W x H x D [6].

Take ROB valua from tha imaga

Fig. 2. Example Scheme for Taki&x the RGB Values from the Input Image

When convolution, the filter calculates the dot product, at
each value in the input volume. The movement of the filter is
to shift from the top to the bottom of the input volume,
starting from the top left then to the top right. Every
movement from left to right is done as much as stride. Stride
is how many steps it convolutes.
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The rectlf ed linear unit (ReLU) function is one of the
activation functions on CNN. ReLU is a fast activation
function because it only changes the negative pfskl value to
0. The ReLU function is useful for reducing the computation
of negative values, so the results of the training process only
affect values greater than 0 [2].

Formula for ReLU:
ReLU(x) = max(0, x) (1)

Formula Information:

x is the input value.
Ifvalue x <0 thenx =0
If value x = 0 then x = x

Next is pooling to reduce the size of the output volume to
be smaller. The aim is to reduce the complexity of
calculations in the program. The type of pooling commonly
used is called max-[ﬁoliug [6].

3. COSINE SIMILARITY

When documents are represented as term vectors, the
similarity of two documents corresponds to the correlation
between the vectors. This is quantified as the cosine of the
angle between vectors, that is, the so-called cosine similarity
[}

In this paper, it is not a document used in ow cosine
similarity, but the activation value of the model for each
image. In cosine similarity, that is comparing the two vector
distances to find the angle of difference, using the cos angle.
To get a vector on each image that is searched for, in this
paper we use the last fully connected layer (softmax layer).

4. VGG16 MODEL

The architecture for the model is the VGGl16. VGG
(Visual Geometry Group) model that has 16 layers of
networks. The original VGG16 model created by Karen
Simonyan and Andrew Zisserman, and the result in ILSVRC
2014 competition, the team secured the 2™ place with a 7.3%
error. The dataset they used, is the dataset from EISVRC
2012. The model significantly outperforms the previous
generation of models, which achieved the best results in the
ILSVRC-2012 and ILSVRC-2013 competitions [7].

In this paper, the CBIR program using VGG16, and we
do the training with datasets from iNaturalist, and our
VGG16 which has been modified in the softmax layer
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section from 1000 to 25 classes due to amounts of classes in
training.

5. TRAINING THE TESTING MODEL PERFORMANCE FOR
CLASSIFICATION

The original iNaturalist dataset has a total of 13
masterclass, 5089 subclasses, and 579184 training images.
But due to simplified the model performance evaluation, not
all classes are included in the training. All unnecessary
images in class like animal waste, footprint, animal carcass
(destroyed carcass), blurred images, are deleted manually.

The chosen dataset consists of 5 masterclasses, and each
of them has 5 subclasses, so the total class is 25 classes.
Most of them are animals, but there is Plantae masterclass.
The reason why we include Plantae class is to see how good
our trained model performance, to classify between plants
like images, and animal or insect class (most of the insect
have more plants images in the background).

The proportion of dataset images are split into 2 datasets.
The one for Traming (70%), and the next one is for
Validation (30%). Those images were split manually and
randomly. The proportion of the dataset can be seen in Table
L

TABLE L. PROPORTION OF TRAINING AND VALIDATION DATASET
Trainin WValidation
Masterclass Subclasses (m%)g (30%)
Agelaius phoeniceus 1277 548
Egretta thula 1256 538
Aves Fulica americana 1141 489
Mimus polyglottos 1284 550
Zenaida macroura 1228 526
Erythemis 945 405
simplicicollis
Harmonia axyridis 918 393
Insecta Junonia coenia 1041 446
Pachydiplax 1079 463
longipennis
Vanessa atalanta 1008 432
Canis latrans 706 303
Odocoileus hemionus 526 226
Mammalia Procyon lotor 545 233
Sciurus carolinensis 1066 457
Sciurus niger 1196 513
Alligator 416 179
mississippiensis
Anolis carolinensis 290 381
Reptilia Chelydra serpentia 640 274
Crotalus atrox 583 250
Trachemys scripta 939 403
elegans
Achilliea millefolium 832 357
Eschscholzia 689 295
california
Plantae Fagus grandifolia 649 278
Taraxacum officinale 756 324
Toxicodendron 617 265
radicans
Total Images 22227 9528

4.1 MODEL PERFORMANCE

At this stage the training is applied, with 7000 epochs,
the learning rate is 0,0001, Adam optimizer, and using
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categorical cross entropy for the loss. The total amount of
time of training is 7:42:42.063126 (hh:mm:ss.msm

The graphs of accuracy, the loss can be seen in Fig. 4 and
5. The classification report results displayed in Table I1.

model accuracy

0.2

00

0 1000 2000 3000 4000 5000 6000
epoch

Fig. 4. Accuracy Graph for Model with 7000 Epoch, and learning mte
0.0001

model loss
51 — ftrain
test
4
3
@
s
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1 P e
0
0 1000 2000 000 4000 5000 6000
epoch

Fig. 5. Loss Graph for Model with 7000 Epoch, and learning rate 0.0001

From the graph, we can conclude that the accuracy in
training, keeps increasing, close to the 1 value (100%), while
the test which is the validation accuracy, stays between 0.6-
0.7.

For the loss graph, we can conclude that the loss for the
training, keeps decreasing as the accuracy keeps increasing.
The test loss is the same too, it stays in the range between 1.3
— 1.4 until the last epoch.

The results of nff! classification report against the

validation dataset are precision = 0.73, recall = 0.72, fl-score
=0.73.
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Confusion Matrix 8 Mimus polvelottos 2 100 20
Aves. Iam ni —
i? uln(ag;%‘c?ng‘ﬂ: 9 Zenaida macroura 1 100 20
I \‘152 enaiad n I%loLlnlra 400 -
nsec m ﬁs’e ﬁ':'::b’:r“all’éi"gu:z ... 10 Zenaida macroura 2 100 20
e st \anesca Mfajanta n 20 11 | Erythemis simplicicollis 1 100 20
N ahalia-Canis latrans | ¥ P!
Mammalia- BH“ oileie hemionus
Hamma;,:;g,:"“ P?;‘,%f,'neﬁ‘sz; D. 12 Erythemis simplicicollis 2 100 20
Plankag bac hs:EgllgaaT:II ‘:H?'fm / u e 13 H. ] idis 1 100 20
i - . Armond axyridrs
P‘Iarﬁ‘aei?araxfcun?oalﬁgmaﬁ @ L y
Rfﬂ“"f”ﬁ*iﬁ'ﬁ%ﬁﬁﬁgé . 100 14 Harmonia axyridis 2 100 20
Remlll (he\zc‘i{ﬂ SEII:JKaE:'ox - 3 7 - 1 100 30
Reptilia-Trachemys Scpea elegans LB N . — 0 Junonia coenta
égggu éig'—g %é _E%%gg; 16 Junonia coenia 2 100 20
EnoRuRo o EEEE."_._ STGEE L
%E%g.:gﬁ%?g%gégggg%x 17 Pachydiplax longipennis 1 100 20
282E5Esdastes ﬁEE’:EﬁsE?; 18 Pachydiplax longipennis 2 100 20
FIpsstee el g ioh -
§ <325 E—gggégﬁmgs.n__ﬂﬁ_gﬁﬁ 19 Vanessa atalanta 1 100 20
] 2E G5 ® E mimcdiea B
g g E E “g fgz%:g ':E 20 Vanessa atalanta 2 100 20
E g g% 275 =
£ 8 21 Canis latrans 1 100 20
Fig. 6. Confusion Matrix for Model with 7000 Epoch, and learning rate 22 Canis latrans 2 100 20
0.0001
23 Odocoileus hemionus 1 100 20
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most part, the images inside validation directory have been
correctly predicted for the actual class. Most of Aves classes | 25 Procyon lotor | 100 20
arc comectly predicted. The most correct class is Egretta |35 Procyon lotor 2 100 30
thula class marked by number “17. There are 2 classes that
are still often confused with the results of their classification, | 27 Sciurus carolinensis 1 100 20
Lhcy arcb Sc{t;"t:*s carolinensis and Sciurus niger class, marked 7% Sciurus carolinensis 2 0 0
y number “27.
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6. TESTING MOEE;;’IE[:{Z?RMANCE FOR IMAGE 30 Sciurus niger 2 100 20
Testing the model for retrieval, the test images are from 3 Achillea millefolium 1 0 0
the internet (outside from iNaturalist dataset). Each subclass 32 Achillea millefolivm 2 100 20
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the correct subclass, then the results of the precision and 38 Taraxacum officinale 2 0 0
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1 Agelaius phoeniceus 1 100 20 44 Anolis carolinensis 2 100 20
2 Agelaius phoeniceus 1 100 20 45 Chelydra serpentina | 100 20
3 Egretta thula | 100 20 46 Chelydra serpentina 2 100 20
Ey Egretta thula 2 100 20 47 Crotalus atrox 1 100 20
5 Fulica americana 1 100 20 48 Crotalus atrox 2 100 20
6 Fulica americana 2 100 20 49 | Trachemys scripta elegans 1 100 20
7 Mimus polyglottos | 100 20 50 | Trachemys scripta elegans 2 0 0
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Average Total 89.6 I 17.92 |

7. USER INTERFACE DURING IMAGE CLASSIFICATION
AND RETRIEVAL

These are our program user interface during classification

and retrieval.

Input your image hare:

( } \
Browse image |
L4 e

Fig. 7. Browse Image and Start Classification

During the classification process, we browse some input
images and predict it using our model.

Input your image hora:

[

Retrieve

ks Amount of
images

retricved images

Presiction (x): o oo
/- y

Fig. 8. Classification Result and Start Image Retrieval

The classification results will show up. The name of the
masterclass, subclass, and prediction rate for the image.
Next, to start the retrieval, the user can select how many

images want to be displayed.

, o
_EWEs mum
RS | B4 1N

A WS,

Fig. 9. Retrieval Result

sestaued mages

-u—g P

After a few minutes, the retrieval will show all images as
much as how many we choose the amount of image. All
images are already sorted from the nearest similarity, until
the farthest distances.
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Fig. 10. Retrieved Image and lts Information

Each image, have 3 information there is the name of the
image, distance value, and image position.
8. CLASSIFICATION AND RETRIEVAL EXAMPLE
Example of input image used during classification, and

retrieval results.

Fig. 11. Classification results from input Agelaius
phoeniceus 2 test image and correctly predicted with a 99%
prediction rate.

Input your image here:

Masterciass: Ave

Subcioss:

Fig. I 1. Input Image for Agelaius phoeniceus 2

Fig. 12. Retrieval results from input Agelaius phoeniceus

2 test image, and in the top 10 images, are correctly
retrieved.

Betripend imoges

Fig. 12. Some Retrieved Images for Agelaius phoeniceus 2
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Fig. 13. Classification results from input Erythemis
simplicicollis 2 test image and correctly predicted with a
99% prediction rate.

Input your image here:

Mastorclass: nsocta

Subclass: Erythe

Prediction (%)

¥ ¢ 25 =50 « Al
Fig. 13. Input Image for Ervihemis simplicicollis 2

Fig. 14. Retrieval results from input Erythemis
simplicicollis 2 test image, and in the top 10 images, are
correctly retrieved.

matricnd imagas

Fig. 14. Some Retrieved Images for Ervthemis simplicicollis 2

Fig. 15. Classification results from input Erythemis
simplicicollis 2 test image and correctly predicted with a
99% prediction rate.

Input your image here:

Masterslass: Fartas

Subclans: Lof

progiction (%)

Fig. 15. Input Image for Achillea millefolivm 2

Fig. 16. Retrieval results from input Erythemis
simplicicollis 2 test images, and in the top 10 images, are

978-1-7281-2177-2/19/$31.00 ©2019 IEEE

correctly retrieved. The color difference in the input image
will still be considered relevant because it is also found in the
training dataset, and in the same type of class.

[rr—

Fig. 16. Some Retrieved Images for Achillea millefolium 2

Fig. 17. The wrong example of classification when
classifying Sciurus carolinensis 2, the model predicts it as
Sciurus niger class.

Input your image here:

Fig. 17. Input Image for Sciwrus carolinensis 2

Fig. 18. Retrieval results from input Sciwrus carolinensis
2 test images, and all top 10 images are not an inside correct
subclass. So the precision and recall would be 0.

nnmmmmugns

Fig. 18. Some Retreved Images for Sciwrus carolinensis 2

Fig. 19. Another wrong results is the Toxicodendron
radicans 1. The subclass is correctly classified, but there are
2 irrelevant images in retrieval results, they are Fagus
grandifolia class, marked “X” at Fig. 20.
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Input your image here:

Prodiction (%} 5

Fig. 19. Input Image for Toxicodendron radicans |

Irrelevant
results.

Fig. 20. Some Retrieved Images for Toxicodendron radicans 1 with 2
Irrelevant Images

9. CONCLUSION

Based on the experiment of model training, classification
test, and image retrieval carried out on this CBIR program
using the CNN method, it can be concluded that our trained
VGG16 with 0.0001 learning rate, 7000 epochs, has
succeeded in classifying the image in the validation dataset,

with an accuracy (Fl-score) of 73%, and an average of

precision in retrieval is 89.6%.

At the stage of predicting the class or image classification
in the validation dataset, there are two classes which are still
often misclassified, namely the Sciwrus carolinensis and
Sciurus niger classes. This misclassified class can be seen in
confusion matrix Fig. 6.

The two types of this class are squirrel animals, where
the difference is only in color and size. For their colors,
Sciurus carolinensis is dark gray, while Sciurus niger is
yellow but slightly dark. For their sizes, Sciurus niger has a
bit larger than Sciurus carolinensis. The size differences do
not differ significantly, even seen with the human eye,
because the squirrel is seen in the photo, where the size of
the animal cannot be clearly seen how big the difference is.
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SQUIRREL SPECIES IN MICHIGAN

EASTERN GRAY SQUIRREL FOX SQUIRREL

Sciurus carolinensis Sciurus niger

An eastern gray squirrel, mn Fox squirrels are larger than
in the gray color: eastern gray squirrels.

DIAVID CAPRAERT
MMICHIGAN STATE UNIVERSITY
DETROIT FREE PRESS

Fig. 21. Comparison between Sciurus carolinensis and Seciurus niger
Squirrel, Photographed by Detroit Free Press [3]
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