ICSITECH

by Viny M

Submission date: 08-Nov-2020 03:07PM (UTC+0700)
Submission ID: 1439410704

File name: conference_071817.pdf (333.8K)

Word count: 3985

Character count: 21027



Question Answering System with Hidden Markov
Model Speech Recognition

Viny Christanti Mawardi, Hobert Ho, Agus Budi Dharmawan
Faculty of Information Technology
Tarumanagara University
Jl. Letjen S. Parman 1, Jakarta, Indonesia
viny @untarac.id, 535130027 @fti.untar.ac.id, agusd @ fti.untar.ac.id

Abstract—Question answering system is a system that can give
an answer from the user. In general, question answering can
generate answer to text questions. This paper reports the result
of question answering system that can receive input questions
from speech and text. Hidden Markov Model (HMM) used to
recognize the voice provided by the user. The HMM speech
recognition used the feature value obtained from Mel Frequency
Cepstrum Coefficients method (MFCC). The guestion answering
system used Vector Space Model from Lucene search engine to
retrieve relevant documents. The result shows that HMM speech
recognition system’s success rate in recognizing words is 83.31%
which obtained from 13 tested questions. The result also shows
that question answering system can answer 4 out of 6 questions
that correctly identified by speech recognitio stem.

Keywords—Hidden markov model, MFCC, guestion answering
system, speech recognition, vector space model

IQITRODUCTION

Question answering is one of the topics in natural language
processing. To understand the question from a user, the
system needs the ability to process natural language. Natural
languages that usually used as input are text and speech input.
In order to process speech input, the system must recognize
the text form from given speech, which can be done by using
a Speech Recognition System.

There are a lot of researches about speech recognition
and the question answering systems. One of the examples
for speech recognition is "Automatic Speech and Speaker
Recognition by MFCC, HMM, and Vector Quantization” by
Desmukh and Bachute [1] and "Using Vector Space Model
in Question Answering System” by Hartawan et al. [2].
Although those research yield good results, they were studied
independently, separated from each other. This paper tries to
combine those systems into one big system and analyze the
results ec the impact caused by connecting those systems.

The obje@ of speech recognition is to determine what
word does the speaker says. Several techniques have been
proposed for reducing G mismatch between the testing and
training environments. First, human speech is converted to
a digm signal to produce digital data representing signal
each time step. Second, The digitized speech then processed
using Mel Frequency Cepstrum Coefficients method (MFCC)
to extract its features and stored in a vector. Third, the feature
vectors that extracted by MFCC are quantized using vector
quantization to produce discrete feature vectors. The last step

is to classify these feature vectors using Hidden Markov
Model (HMM) and store the produced HMM parameter to a
database. Viterbi algorithm will utilize those parameters when
the system receive new speech to be recognized.

After obtaining the question in text form, the system
will search the answer by searching and retrieving 10 Top
documents related to the question using vector space model
provided by Lucene. These documents then split into many
passages. One passage contains five sentences, with the last
sentence of the passage is repeated on the first sentence in next
passage [3]. All of these passages will be ranked based on the
scoring table, and top 5 passage will be retrieved for answer
extraction. Answer candidates are obtained and ranked using
the distance between question keyword and answer candidate
position in the passages. Only top-ranked answer will be
reff@ved as an answer.

This paper reports the findings of speech recognition study
using MFCC and HMM and question answering study using
Lucene vector space model. Assessing answer is done by
checking the related document and determine whether the
answer is correct or not.

II. SPEECH RECOGNITION SYSTEM

The first thing to do before classifying speech using HMM
is to extract its feature and store it in a vector using MFCC.
Tlm'IFCC process as follows [4]:

Frame the signal into short frames (20-40 ms)
For each frame calculate the Discrete Fourier Transform

Compute the mel-spaced filter-bank

4) Take the logarithm of all filter-bank energies

5) Take the Discrete Cosine Transform (DCT) of the log

filter-bank energies.

6) Keep 13 DCT coefficients and discard the rest.

The next step after obtaining feature vectors is quantized the
feature vectors using vector quantization. Vector quantization
quantizes the continuous feature vectors to discrete feature
vectors that can be processed by discrete HMM.

A. Hidden Markov Model

The HMM is a very powerful statistical method of charac-
terizing the observed data samples of a discrete-time series [4].
This model describes all the possible paths through the state




space and assigns a probability to each one. To understand the
concepts of HMM, the following elements are defined as: [1]

1) N : No of states in HMM

2) M :Total different symbol per state

'fr : Initial state distribution (7 = ;)

EIA A : State transition probability distribution A = [a;;]
5) B : Observation symbol probability distribution

?r,and B from [1] are called HMM model and notated by
AMA= (A, B,m)). In order to apply HMM, there are 3 things
that need to be done: [5]

1) Calculate Paramcta
The main purpose of this step is to compute probability
of observation sequence O = {0O1,02,,0r} given the
model . The algorithm that used in this step is forward
and backward algorithm.

2) Find Optimal State Sequence
The most common solution to find optimal state se-
quence is viterbi algorithm. Viterbi algorithm is a dy-
namic programming algorithm that calculates transition
state path given observation sequence of symbols [6].

3) Estimating the Model parameters
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Estimation of model parameters is needed in order to

adjust the model parameter (A, B, ), according to a
certain optimally criteria. Baum-Welch algorithm is one
of the techniques that used to solve this problem. It is
an iterative method to estimate the new values for the
model parameters.

B. Voice Activity Detection

Another important issue in speech recogni system 1s
to determine active speech periods and silent periods within
a given speech signal [7]. Speech can be characterized as

discontinue signal because information is present only if

someone is speakjnarhc regions where information presents
called active region and Lheeauses between talking are called
mactive or silence region. An algorithm employed to detect
the presence or absence of speech is referred to as a voice
activity detector (VAD) [7].

In general, VAD takes the feature from an input signal, spit
those signals into frames (5-40ms), and then compare those
value with threshold taken from the region that only contains
noise. A sound is present (VAD = 1) if the value exceeds
the threshold and not present or silent if the value is lower
the threshold (VAD = (). The success of VAD algorithm in
splitting the speech depends on the threshold value.

VAD algorithm that used in this system is an Energy-based
VAD. A threshold value is calculated by averaging first 40
frames (10ms per frame) with the assumption that user will
not speak in first 0.4 seconds after record button is clicked.

Assume that x(i) is ¢, speech sample. If frame length is N,
then the j;;, frame can be written like (1).

29
fi = {=(T=DN +1)...2(j.N))} )

Energy value can be calculated by using (2)

1 ¢ -
Ei= > 20 @)
(1) N1

where E; is energy at j”‘ frame and x; is speech sample at

§ frame.

ITT. QUESTION ANSWERING SYSTEM

Question answering system is a system that produces an
answer from a user's questions. Three types of question
usually asked is ]aoid, List and Definition question. This
system limits the question type to Factoid question. Factoid
question is a question where the answer is a simple fact and
usually short.

Question answering system can also be categorized into
two categories based on its scope. There are open domain
question answering (the system can answer any question given
by the user) and closed domain question answering (system
only respond to the question in a limited topic). This system
limits the scope to closed domain question answering with
Indonesia’s history as its topic.
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A. Preprocessing

Preprocessing in text mining consists of 4 steps: tokeniza-
tion, stopword removal, stemming, and indexing [8]. Tok-
enization removes symbols, lowercase the text and tokenizes
it. Stopword removal removes words that not necessary like
conjunctions. Stemming converts the words into its base form
without affix.

This system uses lucene search engine function to remove
Indonesian’s stopwords and stem Indonesian’s words. The
algorithm that lucene used to stem Indonesian words is Porter
algorithm based on Fadillah Z Tala’s "A Study of Stemlﬂg
Effects on Information Retrieval in Bahasa Indonesia.”” The
Porter stemmer was chosen based on the consideration that its
basic idea seems appropriate for the morphological structure
of words in Bahasa Indonesia [9].

B. Question Analysis

To obtain the correct answer, user’s questions must be
analyzed properly. The main purpose is to determine what kind
of answer that the question wants. Table I shows the relation
between question mark and the answer type that question
wants.

TABLE 1. Question Mark and Answer Type Relations

Answer Type Question Mark
Name Siapa...? Stapakah..? Apa..?
Location Dimana..? Darimana..? Kemana..?
Time Kapan.. ? Berapa..?
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C. Named gniry Recognition

Named entity recognition (NER) is a subproblem of in-
formation extraction and involves processing structured and
unstructured documents and identifying expressions that refer
to peoples, places, organizations and companies [10]. This task
can be done by using l'm" tools, one of them that applied in
this system is Stanford named entity recognizer, developed by
The Stanford Natural Language Processing Group at Stanford
University. One of the main advantages from this NER is that
this tool has good documentation and run on JAVA, which can
run in many OS platform.

Stanford NER classifies the document by using conditional
randomeld (CRF) model to build a classifier. CRF model is
chosen because it represents state of the art in sequence mod-
eling, allowing both discriminative training and bi-directional
flow of probabilistic information across the sequence [11].
CRFClassifier builds probabilistic models to segment and
labels sequential data. CRFClassifier needs to tmained before
classifies the document to build classifier file. A classifier is a
machine learning tool that will take data items and place them
into one of k classes.

D.ﬁ{‘mr Space Model

Vector space model is a way of representing documents
through the words that they contain [12]. This model is created
based on thought that meaning in document formed by its term

and vector is the suitable form to represent that meaning. Since
this method represents meaning in a document using a vector,
the similarity between document and query can be obtained by
calculating the degree that formed between document vector
and query vector. This method is called cosine similarity and
formulated as (3): [13]

>t Waidis
\/Ei: L (di'j ]2 E!f =1 ( L'i":r,‘)i )2

W'e t = total term; W,; = weight of j”‘ term in query; d;;
= weight of jt* term in document.

Weight of term in documen¥fan be calculated from its
frequency. This method called Term Frequency-Inverse Doc-
ument Frequency(TF-IDF). IDF can be calculated by (4) and

(5

SC(Q,D;) =

3

dij = tfy xidf 4

idf; = logQE (5)
where t = total term in document; ¢f;; = frequency of term
t; in d; document (term frequency); df; = total document that
contains term £ ; idf.j = inverse from document frequency; d
= total document.

The weakness of this TF-IDF method is that if the length
of each document isn’t equal, then the weight of document
th less length will be more smaller than longer document.
In order to soln this, TF-IDF weight score need to be
normalized. The equation used to normalize the weight is

w (word;)
Yo w? (word,)

where w(word;) = weight from i"" term; n = total term each
document.

(6)

w(word;) =

E. Passage Retrieval

A passage is the smallest part of the document. Passage
retrieval works with the assumption that in the small parts
of each relevant document contains information that relevant
to the query. To obtain more accurate result, the document
is split into passages. This short passage will be treated as
a single document. In this system, one passage will contain
five sentences with the last sentence of the passage will be
repeated at first sentence of next passage [3].

F. Passage Ranking

The next step after forming passage is to rank the passage.
In this step, NER will be executed again to determine which
passage that contains the answer. The passage which had the
same entities with the question will be used to the next step.
The chosen passage then would be ranked based on following
features [14]:

1) Total of relevant entity in passage.

2) Total of keyword in passage.




3) Total of the longest word from question keyword in
document.
4) The document rank which the passage come from.

G. Answer Extraction

The last step in question answering system is answer
extraction. After ranking the passage and take top N passage
(which in this system is five passage), those passages will be
processed to get the answer. The process is as follows [14]:

1) Count the word distance between answer candidate and
each keyword from question.

2) The answer candidate that has more keyword from
question will be prioritized.

3) If there are some answer candidate that have same
distances, then the answer candidate that has higher
document rank will be prioritized.

4) If there are some answer candidate that have same
document rank, then the answer candidate that has more
frequency in answer candidate list will be prioritized.

5) If there are answer candidate that have same frequen-
cies, then answer candidate that processed first will be
prioritized.

IV. EXPERIMENT

All the experiments were done in Indonesia. The configura-
tion that used by speech recognition system in this testing is
two states, 1024 codebook, 400 samples per frame with 160
samples overlap. Speech data that trained into the system was
taken from one source (Hobert’s speech). Total speech data
that trained into the system is 900 data, with the composition
of 30 words and each word repeated 30 times. Speech data
recorded and stored in waveform audio format (WAV) data
format.

The classifier Stanford NER that used in named entity
recognition was trained using 20 documents that randomly
chosen from document collections with total words are 24489
words. Each word was tagged by reading the content of
document manually and determines the correct tag each word
based on the context in the document.

The configuration that used by question answering system
takes 10 top document from lucene search results, 5 top
passage after ranking the passage. and 1 top answer from all
answer candidates. The documents that used as knowledge are
402 Indonesia’s history which taken from 11th and 12th-grade
high school material. The document obtained from 5 websites
as follows:

1) http://www.materisma.com (151 documents)

2) http/fwww.gurusejarah.com (127 documents)

3) http://pengertiansejarah.com (84 documents)

4) http://sejarah-interaktif.blogspot.com (35 documents)

5) https://fatihsaputro.wordpress.com (5 documents)

V. RESULTS AND DISCUSSION

Table II shows the speech recognition experiment results for
qucslicmo,s to 10. The complete list of speech recognition
results can be seen in Table IIL. In each experiment, the speaker

(Hobert) speaks the question in one try, then the speech data
is split with VAD algorithm into speech token, and each
speech token is recognized using speech recognition system.
The success rate of Speech Recognition System is 82.31%,
obtained by calculating each question’s success rate and then
average it with other question’s success rate. These mistakes
occur because of some factors like speech tone variations that
still not trained to the system, errors in splitting speech (VAD
mistakes) or tone of speech of one word is nearly same with
other words.

The example of the tone of speech of one word is almost
same with other words can be seen at experiment no. 9 in
Table II. At that experiment, the system fails to recognize
"kapan” and “saragosa” speech and recognize those words
as “taman” and "sriwijaya.” The intonation “kapan” is quite
similar with intonation "taman” in Indonesian since the suffix
of the words contains "an.” This tone of spelling makes viterbi
algorithm think that "kapan” speech as “taman” word. For
more details look at Fig. 2.

TABLE IL Speech Recognition results (Question no5 to 10)

Experiment No. Spoken Word Recognized Word | Correct
kapan Feapran true
5 Inedi buadi true
’ utomo utomeo true
didirikan didirikan true
kapan kapan true
[ diponegoro ulono false
wafat wafat true
kapan kapan true
7 havam havam true
wrtek wiertk true
wafat wafat true
kapan taman false
konferensi konferensi true
8 asia sriwijava false
afrika afrika true
diselenggarakan ke rajaan false
kapan taman false
9 perjanjian perjanjian true
Saragosa sriwijaya false
terjadi terjadi true
kapan kapan true
10 ru_nnm n{:mm true
Siswa Stywia true
didirikan didirikan true

Fig. 2 shows the distribution of word’s probability from
Viterbi algorithm result. More close the word to center (0,0)
means that word has more probability as a correct represen-
tation of the speech. From the figure can be seen that word
"kapan” probability is lower than word “taman” since the
word “taman” is more close to center than word “kapan”.
Viterbi algorithm decide that word “taman” is more suitable as
word representation for speech “"kapan”. n this case, because
the intonation when word “kapan” is spelled is more similar




TABLE IIL. Experiment Results
Word "KAPAN" Probability Distribution Graphics No| Questions 3 h Recognition Question
100 Results Answering
Results
= 1 dimana  budi womo | dimana budi wtomo | batavia
* gigwa - pa s TN T}
+ dipanegora didirikan didirikan
1200
+ perjanjtan 2 | dimana  konferensi | dimana  konferensi | jenewa
* letak o i, o i1 o, il o
. + petama asia afrika | asia afrika masa
diselenggarakan
- ® diselenggarakan 3 dimana  letak  kera- | dimana  letak  kera- | palembang
Jaan sriwijava Jaan sriwijava
1050 + wxpan 4 | dimana taman siswa | sardgesa taman siapa | mahasiswa
didirikan didirikan
.
1000 amen h] kapan  budi  womo | kapan  budi  wtomo | tahun 1911
1o00 050 100 110 1200 150 1300 . 2o . pa
didirikan didirikan
) . . - P . 6 | k i ke fy afat tahun 1920
Fig. 2. Word “kapan” probability Distribution Graphics “f;f‘:! diponegora pan GHE wafa anun
wWfdl
7 kapan havam wuruk | kapan havam wurak | 1350 1389
wafat wafar
1050 4—kapan 8 kapan konferensi | taman konferensi sri- | NO ANSWER
asid afrika | wijava afrika  kera-
diselenggarakan Jaan
1000 4 taman : 9 | kapan peranjian | taman perjanjian sri- | NO ANSWER
1000 1050 saragosa terjadi wijava terjadi
10| kapan taman siswa | kapan faman  siswa | (922
Fig. 3. Word "kapan" probability Distribution Graphics (Zoomed) didirikan didirikan
11| siapa pendirt taman | siapa pendiri taman | pawivatan  wan-
siswa siswa ito
to the intonation of word “faman” trained data than the 12| siapa. presiden pada | siapa presiden | NO ANSWER
. o N o - . masa orde baru diselenggarakan
intonation of word "kapan” trained data. masa orde baru
Table IIT shows that when speech recognition result is 13| siapa presiden per- | siapa  presiden per- | orang indonesia
incorrect, the answer from question answering system also tama indonesia tama indonesia orisinil
wrong. The failure of speech recognition makes the relevant
keyword from the question is lost, and question answering
system becomes unable to look for the correct answer. The secks the answer based on its position in a document,
example of this failure can be seen at question no.6 “kapan not based on its meaning. That is why the system cannot
diponegoro wafat”. In this case, speech recognition failed to look the answer if the answer using substitute words like
recognize speech “diponegoro™ and recognize it as "utomo”. pronoun or synonym.
The important keyword from that question is “diponegoro” 3) The scoring mechanism in passage retrieval is not strong

which is person’s name. Because of this failure, question
answering system is not looking at document about “dipone-
goro” but at “"utomo” related document, which is certainly
incorrect, and produce the wrong answer.

Speech recognition also fails to recognize the question
mark words like shown at question 8 and 9 in Table IIL
This failure makes question answering system becomes unable
to determine which type of answer that question asks and
resulting in "NO ANSWER” verdict.

In case that speech recognition can recognize the question
correctly but still produce the wrong answer, like in question
no. 5, 11, and 13, the failure is caused by question answering
system. The following are the reasons why question answering
systems are unable to produce a correct result:

1) Classifier Stanford NER fail to recognize answer’s name
entity, either the correct answer are not tagged, or the
answer only half tagged. This failure happened because
the training data for creating the classifier is too few.

2) The method used to look for the answers in the docu-
ment only looks syntactically. This kind of method only

enough to rank the passage. The scoring method that
used in this system makes the passage that doesn’t
contain the answer can have the same score or higher
than the passage that contains the answers.

VI. CONCLUSION

Speech recognition system with HMM and vector quanti-

zation can recognize tested speech with success rate 82.31%.
Even so, the system still fails to detect some word like “ka-
pan” and “taman” because the intonation between those two
words are quite similar. The question answering system also
can answer 4 out of 6 question that correctly recognized by
speech recognition system. The remaining 7 question cannot
produce correct answer because speech recognition cannot
recognize the question correctly and make the question’s
keyword changed.

To improve the accuracy of speech nccognili@ystcm._ we
will use better sound classification method like dynamic time
warping (DTW) or artificial neural network (ANN). We will
also increase the amount of speech training data. Other than




that, we also need to find other way lomermiuc threshold in
voice activity detection algorithm. For the question answering
system, we will increase the amount of knowledge document
and redesign the scoring mechanism for passage retrieval. We
will also apply syntactic and semantic method for looking the
answer in document.
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